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Abstract

In this paper an infinite capacity storage system in "hich the input rate
follows correlated birth and death process is analysed by considering the constant
demand rate. The almost null recurrent distribution of the content is obtained.
An approximation for the joint distribution of the content and input rate during
the period of excessive over supply is also obtained by Gaussian diffusion
approximation.

1. INTRODUCTION

Various storage models have been developed and analysed
wit~ appropriate modifications to suit practical situations.
In general, storage processes are considered with infinite
and finite capacities having random input process. Many
authors analysed storage models in which the content is
increased and decreased alternatively, and the increase and
decrease are~ independently and identically distributed {[3J,
[9J and [lJ}. [2J and [8] have considered the finite
capacity storage systems in which the input rate is a two
st&te Markov process in continuous time and the demand rate
was a general function of the content. [4J and [10J
an~lysed the storage systems, in which the input rate
follows birth and death process. In these models the
increase and decrease of the input process are independently
distributed.

•

•

•

•



•

•

In many of the storage systems like regulated input
systems. in industries and .urban areas, the increase and
decrease a~e interdependent, in order to ~ave a feasible
operating policy. For this sort of systems, an attempt is
made in this article by considering a storage model in which
the input rate follows a correlated birth and deRth process,
where the increase and decrease in the input process are
correlated random variables following a bivariate Poisson of
the form [6],

-O:+Il-E )t
P(Xl=Xl,·X2=X2} = e
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min(xi,x2)
~

j=O

Xl-j X2-j
(Et)j(At-Et) (Ilt-Et) o ~ Xl, X2 ~ 00

, E < min(A, u )
o <A , u .

Then, the increase and decrease are Poisson variate~ withl
and Il as mean increase and mean decrease rate having a mean
dependence rate E.

This distribution was obtained from three independent
Poisson variates (viz. u,v and 8) with the relation Xl ~ Il +
e and X2 = v + 8 If we let Xl be the increase and,X2 be
the decrease then 8 is the dependence function. Let X(t)
and R(t) be the content and input rate respectively at time
t {t ~ O} where X(t) is defined over [0,00]. With the above
structur~, the tran~ition probabilities may be approximated
8.8

There is an e qu i vaience for the trans it ion probabi 1it ies and
the bivariate Poisson process mentioned earlier.

o

•

P {R[t+o(t)-R(t)=jIR(t)=m}=

~(m)-E]ot+O(ot) for j=l

[1l(m)-E(m)]ot+O(ot) for j=-l

1-~(m)-Il(m)-2E(m)]6t+0(o+)

for j=O
O(ot) otherwise .

•

Assuming the system is not empty, let the rate of
change in X(t) be

d[X(t)]
- R(t) - D[X(t)],

dt



when the input rate R(t) and the demand rate D [X(t)] is a
continuous function of the content. Suitable modifications
are mad~ when the system is empty. Then (X(t),R(t)} is a
continuous time Markov Process. The above system turns out
to be a Herbert system when the dependence parameter reduces
to zero.

NULL RECURRENT DISTRIBUTION
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Consider an infinite capa~1ty storage system with the
above assumptions. Assuming the stationarity of t"he
process, the parameters of the model are

}\(m) = >..
~(m) = ~

E(m) = E

(m = 0,1,2, )
(m = 1,2,3, )
(m = 0,1,2, )

•

and the constant demand rate is a. Then the stationary
content distribution exists if (>..- E) < a (>..- ~), [7].

Let PmlX) be the prob~bility that X(t) S x and R(t) = m when
X(O) = xo and R(O) = ro for m = 0,1,~) .....

Then the difference - diffrential equations of the model are

(-a)
dPo(x)

= (~- E) Po(x) + (~-E)Pl(X)
dx

dPm(x)
(m-a)

dx
~ -(>..- E) Pm-leX) - (>..+~-2E)Pm(X)

+ (~~E) Pm+l(X), X ~ 0, m=1,2, .. k

and (m-a)
dPm(X)

dx
= (X-E) Pm-l(X) + (X+~-2E) Pm(x)

+(~-E) Pm+l(x) X>O and m=k+l, k+2', ...

•
Consider the Laplace Transform of Pm(x)

ltm(S) =I
0,

-SX
e Pm(X) d x.

•
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•
Then we have

(-a) s rto Cs) + aPo(-O) = -(X-E)Tto(s) + (\-l-E)Tt(S)

(m-a) s Ttm(S) (a-m)Pm(O) = (X-E)Ttm(S) - (X +\-l-2E) Ttm(S)

+ (\-l-E)Ttm+l(S) • m=l,2 •.. ,k

(m-a) STtm(S) = (l-E)Tt~-l(S) - (X+U-2E)Ttm(S) (1)
o

+ (\-l-E) Ttm+l(S), m = k+1, k+2,.~ ..

• Solving these equations we get

X-e: m/2 [JV+k+m(q) ]
ltk+m(S) = (--) Ttk(S)

\-l-E JV+k(q)
(2)

where Jv(q) is the Bessel function of order v and argument
q, v=[X+\-l-2E)/S] - a, and q=2 ([(X-E) (\-l-E)/S].

From equations (1) and (2)

k r/2
~ ( a - r) ( LL-:..~_ ) ( J..y..±..r..!s.1 ) Pr ( 0 )

• r=O -E J v( q)
Tto(s) - (3)

Pr(O) for r = l,~, ... k can be obtained by taking the limit
of STto(s)at S = o.

(4)

Jv(q)

Jv-l(q)
( )

d
([(X-E) (\-l-E)]lim

s-->o ds

1::-

k 2 Jv+r(q)
~ (a-r) (~) Pr(O) lim ( )

r=O \X-E s-->O Jv(q)

•

•
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Using the Bessel function approximations found in [5] and
after. simplication we have .

•

(5)

k
2: (a-r) Pr(U) =

r=O

.A.-E

(.--- )
II ).

, r = 0,1,2, ... ,k

()

From these set of k equations, equation (1) can be solved

for nm(S) (m =0,1,2 ... ).

For obt~ining the most null - recurrent distribution

p (p)

let Pm (x) = lim P{X (t) ~ x, R(t)
t--)OO

= m I X(O)=xo, R(O) = ro}; m = 0,1,2, ....

p p
where P n(s) is the lim of Pm(x), X<p)(t) = (l-p) X(t) and

p = ().-E)/a(I.J.-).). From equations (3), (4) and (5) and after

some simplification we have

1- ( .~ :::: s. )
I.J.-E

lim s( I-ph [s( 1-p) -
p - ) 1 ....._._::.s.

1 + ( I.J. -).) s f ( p- E, ).- E, a ( I.J. -).) )

(6)

where

•

•

X2a+I
f ( I.J. , ). , a) - --_. +

4(IJ.-) 2

(X+I.J.)(3a+1)+(6X(a+1)2

6( II-X) 3 •
+

8( I.J.-). )4

I6~ 1l(~2+JJ2)(a+l) + 16).21l2 ( 8a 2+6a +l ) - (a+~)4
+

•



•
From equation (6) we have
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lim
p_)1-

Thus

s(l-p)nm [s(l-p)] lim n(p)(s), m=1.2 ....
p_>1- 0

(7)

A-E·

( Il- A) f (Il- E, A- E, )
a(Il-A)

.. (p)
Pm =

Il- A A-E
( )m [l-e-ax]

Il- E
. x ') 0, m~O, 1 ... ,

DIFFUSION APPROXIMATION

. Since the transient behaviour of the joint process
{X(t), R(t)} is complicated, a diffusion approximation
(limit) of the joint process {X«t), R(t» when there is
excessive over supply is obtained using the heuristic
argument in [4]. Assume that 'at time t=O, the system is in
.excessive over supply. Following [8], a paramete~ N is
included in the set of the parameters. The parameters of
the system under consideratiQn are

AN(m) = NX ( m = 0,1,2, .... )

IlN(m) = Nil (m = 0,1,2, ..... )

EN(m) = NE ( m = 0,1,2 ..... )

with the condition that A < Il·

For the constant demand rate

D [XN(t)] = N aN

• where aN = a + 0 (N-1/2)

•

consider the joint process

[X'N(t), R'N(t)] = {[ XN(t)

[RN(t) - N m(m(t)] N } .

N M(t)] N,



With the above set up

m(t) = (A-~) + m(O)

~(t) = 1/2[(A-~) t 2] + m(O)t + at + ~(O),

Then the stochastic behavior of the system is

1

M(O) > a
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= S1.
at

with the initial condition

2

..
(is X1 (0) + is R2(0) )

¢ (S1,S2;0) = e

where ¢
process

is the characteristics
{X'(t), R'(t)}.

function of the joint

Solving the above partial differential equation for ¢ in the
same lines of [4] we obtain

2
(S2)2

- S2 b12(t) - b2(t)],
2

where,

a1(t) - R' (0) t + X'(O)-

a2(t) - R' (0)-

b1(t) - .1. (A + ~ - 2 E) t 3-
3

b12(t) - t (A + ~ - 2 E) t 2-

b a ( t) = (A + ~ - 2 E) t.

•

•

•



Thus ¢ is the characteristic function of a Gaussian process.
Therefore, the joint process (XN(t), RN(t)} is
asymptotically normal with mean vector

59

[N/2 (A-~)t2 - Nat t R(O) t + X(O); N(A-~) t + R(O) ]

and variance - covariance matrix

• 1
2 N ( +~-2E) t 2

1
3 N( +~-2E)t2

N(A+ ~-2E) t

1

J

•

•

•

The correlation coefficient between X(t) and R(t) is f3/2.
Therefore the distribution of the content in the storage at
t is approximately normally distributed .
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